Method of Variation of Parameters

1st-order ODEs



., P(x)y = f(x)

dx

The procedure: Variation of parameters
Idea: to find a function u so that y, = u(x)y(x) = u(x)e” | Pdx g 4 solution of (5).
Substituting y, = uy; into the equation gives

dy di

uﬁ + V] d—: + P(x)uy; = f(x)
DL peon |+ = £
w1 oyi[+vge = S

and since y; is the solution of the homogeneous equation, the expression in the
square bracket is zero and

du ,
Yige = f(x)



Separating variables and integrating then gives

G A AC),

du =
v1(x) yi(x)

dx

Since yi(x) = e~ J PO 1y (x) = o) POx and therefore

Yp = Uuyp = ( Uc d..\:) e~ ) POdx _ o= [ P(x)dx f el PO £ (x)dx

vi(x)

and the solution of (5) is then of the form

V=Ye+yp=c o f P(x)dx +e f P(x)dx f ef P(x)dx f(x)dx



Method of Variation of Parameters

2nd_order ODEs



The method of variation of parameters

Advantage: the method always yields a particular solution y,, provided the associ-
ated homogeneous equation can be solved. Also it is not limited to certain types of
g(x).

First we put a linear second-order DE

ax(x)y” + ay(x)y" + ap(x)y = g(x) (18)

into the standard form by dividing by a>(x)

Y+ P(x)y + Q(x)y = f(x) (19)



We seek a solution of the form

Vp = u(x)y(x) + uz(x)y2(x)

where y;| and y; form a fundamental set of solutions on I of the associated homoge-
neous form of (18). Using the product rule to differentiate y, twice gives

!
.\'p
N 2 g — '~ R ot - !
_\-p = ul}l +-"l“1 +_\1ul + ul_,_ | <+ ug}z +_)2uz +}2uz + 142_)2

Substituting these into the standard form (19) yields
Yy + Py, + Q)yp = ur [y + PY| + Qyi| +uz [y5 + Py + Qys| (20)

+yu) + uyy) + youy + usyy + P [ylu'l + ygu',] + Y U + Vst

= upy| +yuy + ugyy + yaus

d d
— [ylu'l] + — [)’2“3] + P [}’1“,1 + _vg_uf,l + y{U] + Yy,
dx dx < < i

d -
= gz D+ v2s] + P [y + yauis] + yiu + s = £



We need two equations for two unknown functions u; and u>. Assuming that these
functions satisfy y u} + y2u; = 0, the equation above reduces to yju} + yju5 = f(x).
By Cramer’s rule, the solution of the system

yiuy +yuy = 0
yiuy+yyuy = f(x)
can be expressed in terms of determinants:
W v f(x) Wr  yif(x)
! A ! L
Uy, = — = — and u, = = 21
L w 20w W 21)
where
yI » 0 »n yvi O
W = N Y Wl = .( _) Y W2 = N »( ‘) .
"‘l .\‘2 f A .\‘2 .\'l f X

The functions u; and u» are found by integrating the result in (21). The determinant
W is the Wronskian of y; and y>» whose linear independence ensures that W # 0.



Example: General solution using variation of parameters

2
v =4y + 4y = (x + 1)e”"

2x

- : 2 2 2
From the auxiliary equation m” — 4m + 4 = (m — 2)~ = 0 we have y. = cje”* + coxe™".

We identify y; = ¢** and y, = xe>* and evaluate the Wronskian

2 x
e.f..x X e....x

2% 2x ., 2
2t 2xe“t + et

dx

W = =€

The DE above is already in the standard form, so f(x) = (x + 1)e**, W; and W, are
then

.
et 0

- 2
202X (x+ 1)e2*

0 xe2X

4x
— _ =—(x+1xe™, Wy =
! (x + 1)@2-‘ 2xe2X + 2% ( ) ' 2




and so
x+ De™*
(x e =x+ 1

Ly’ = 1x% and Uy = %xz + x, and hence

It follows that u; = —3x7 — 5x
| 1 - (1 | 1
Vp ——x — —x?| e + [=x? + x| xe?F = —xPe?F + —xPe>*
3 2 2 2

l'he general solution is then
1 o1 .
X e 4 Exzez"

5
y = Ye+yp=cre”t +cyxe



Generalization to linear n—th order equations with n > 2

Standard form:

Y+ Py Gy L+ Py + Py = ()
If ye = c1y1 + coyr + ... + cpyn is the complementary function for the equation above
then a particular solution is
yp = ur(x0)y1(x) + up(x)yr(x) + ... + up(xX)yn(x)

where v/, k = 1,2,...,n are determined by the n equations

k’
yiuy + youl, + + yul), = 0
yiuy o+ auy ...+ yu, = 0
y(ln_l)u’1 + y(zn_l)u’2 + ...+ y,(,ln_l)u;l = f(x)



The first n — 1 equations, like y u + y,u} = 0 in the second order case, are assump-
tions made to simplify the resulting equation after

yp = u(X)y1(x) + up(x)y2(x) + ... + tp(X)yn(x)
is substituted in the higher order ODE.

Application of Cramer’s rule gives

’r Wi

I/tk = W,

where W is the Wronskian of y{,y,,...,y, and W, is the determinant obtained by
replacing the kth column of the Wronskian by the column (0,0, ..., f(x)).

k=1,2,...,n,



Example: n =3

The particular solution is

Yp = u1y1 + upyz +u3ys

where y{, y», and y3 are linearly independent solutions of the associated homoge-

neous ODE, and uy, u,, uz are determined from

’r 41 ’r %) ’r W3
l/tl — T l/l2 — T l/l3 — T
W %% %%
where
yi Y2 Y3 0 » »3 yvi 0 y3 yi ¥

44

oy ¥y f y5 ¥y i fx) ¥y iy

J(x)



